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Introduction

@ As reported by ITU, ~ 2.9 billion people (~ 37% of the world’s
population) still do not have access to Internet, and > 70% of the
surface of the earth has no terrestrial network (e.g., in ocean, dessert).

@ One direction: Companies like SpaceX are developing mega-satellite
constellations with computing and communication resources to
provide direct-to-ground services for various mobile applications.

Software Defined Satellite Networks v.s. Traditional Ones (Iridium)

e Enhancements: inter-satellite links, on-board computing (Tianzhi 1,
Tiansuan), and large scale (Starlink plans 42,000 satellites).
@ Advantages: low-latency, resource virtualization (More flexible).

@ Challenges: High dynamics, diverse communication and computing
services, delay sensitive and fast response time. + Key issue: Service
provision methods for real time applications in dynamic SN are absent.
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Introduction

Software Defined SN:

@ Network resources:
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Figure: The scenario of service provision for real-time
applications in software defined SNs.
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System Model and Problem Formulation

© Network scenario: We consider a software-defined SN composed of
satellites and user equipments (UEs), denoted as S = {Sy, ..., Sp}
and U = {Uy,...,Uk}, respectively. Each satellite is equipped with
computing and communication hardwares. Computing and
communication resources on each satellite can be configured as
virtual services to support various tasks by taking advantage of SDN,
NFV and micro-services techniques. ISLs are supported.

@ Service model: Denote the set of computing services as
F = {f, fo, ., fn}, where the maximum number of applications that
can request service f; on satellite Si is WSﬁ; €{0,1,2,3,...}. Similarly,
the set of communication services is represented as
H = {hi1, ha, ., h; }, where the upper limit for a communication service
g € H in a link (0;,0) is set as qggwj) €{0,1,2,3,..}.

@ APP model: A = (Us, Uy, f,, ha, D,) denotes an application from Us
to Uy, requesting computing service f, and communication service h,,
with the end-to-end delay not exceeding D,.
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System Model and Problem Formulation

Time-varying graph-based representation model

Time division method: The time horizon 7 = [0, T] is cut into
variable length time windows. Each time window 7 = [t;, t].
Snapshot graph: The SN in time window 7 can be viewed as a
snapshot graph G™ = (V7, L7). V" denotes the node set, and

LT = {(0;,0))} is the set of communication links within 7.
Resource attributes:

Each computing service specifies distinct resource requirements, such
as {1 core CPU, 2 GB Memory}, and each communication service
specifies its required bandwidth (unit: Mbps). The maximum
computational service capacity of a satellite S; is represented as an
N-dimensional set Ws, = {wS ) wa2, wa?’}. The maximum allowable
call numbers of communication services of a link (O;, Q;) are collected
into a L-dimensional set Q(g, ;) = {q(h([lbl_’@j)7 q(%h@j), . qé’él_’@j)},
where |Q(@i7@j)| = L. The propagation delay of link (O;,0;) can be
calculated and denoted as D(T@,-,@j) (unit: ms).
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System Model and Problem Formulation

Decision variables
° x@h@j = 1. indicates that the service path allocated will traverse
through (0}, Q).
Parameters
o A= (Us,Uy,f,, hy, D,): denotes an application from Us to Uy.
f,: the required computing service,
h,: the required communication service,
D;: the maximum acceptable end-to-end delay from Qs to Qy4.

D(T@,,«))j): The link delay of link (O;,0;) in time window .

q(hé), )’ the capacity of communication service h; in satellite S;.
iy

° WSf’;Z the capacity of computing service f, in satellite S;.
Objective function
@ The objective is to minimize the end-to-end delay, i.e.,

1 T T
min Z X0;,0; D((O)iv@j)
(@,-,@j)eU
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System Model and Problem Formulation

A. Basic Constraints
@ 1. Source node constraints:

Z xl.0,=1- Z XG0, = 1. (1)
0keV™—{Us} OxeV™—{Us}
@ 2. Sink node constraints:

Z X(E)ImUd = 1 - Z Xﬁd,@k = ]' (2)

@kEVT*{Ud} @kEV"f{Ud}
o 3. Constraints for relay satellites:
Z X(E)k,@g S 2’v©§ € VT - {Ustd}' (3)
@kl(@)k,@g)e,c
Y Xb0, <2,V0; €V - {Us, Ug}. (4)

@ki(@g,@)k)eﬁ

Z X0,,0¢ = Z X0 0y (5)

@k:(@)k,@g)GLT @k:(@g,@k)eﬁT
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System Model and Problem Formulation

B. Service provision constraints

@ 4. Communication service constraint:
ha
X(CTD,-,QJ- < q(@i@j),V(@,-, 0j)e L. (6)
@ 5. Computing service constraint:

S Y G wElL (7)

@568 @k:(@k,@E)EL‘,T

@ 6. Service delay constraint:

Z Xéiy@j . D(T@i:@j) S Da' (8)
(@,‘,@J‘)GET
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System Model and Problem Formulation

B. Constraints Against Sub-tours in the Service Path Caused by
Computing Service Provision
@ 7. We introduce variable yg, 0; € {0,1,2,3, ...} for each link (O;, 0;).
Y00, = Z > 0 indicates (@,,(O) ) is the z-th hop in the service path.
o 8.Link the variables x and y:

(6) S -y(g]—) < X(E-)),',@j : M’ (9)
Y(E) @ < Z X([S,‘,@j’ (]‘O)
(0;,0))eL,

Here, M = 10° is a large constant for logical constraint reformulation.
@ 9.Source and destination UE constraints:

Z yHGSy@k = ]‘7 (]‘1)

OevVT *{Us}

Z yé—)kaUd = Z X([TJ),-,@J-' (12)

OkeV™—{Uq4} (@,’,@j)EET
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System Model and Problem Formulation

C. Sub-tour removal constraints
@ Service path continuity constraints: We use a sub-tour removal
method to ensure path service continuity by maintaining the
sequential hop rule for communication links of every chosen relay
satellites.

Z (ygj—)k,@g + X(E)k,@g) = Z y(ég,@k' (13)
@ki(@k,(@g)EET (O)k:(@g,@k)eﬁf
@ Hop number order correctness constraint: V(Q;, Q;) € L7,
¥,,0; + (1 = x0,0,)M = ( Z ¥0,,0¢) — Yo,0, + 1. (14)
@k:(@k,@,‘)€£7

Constraint (14) means when an outgoing link of an intermediate node
0, say (0;,0j), is included in the selected path with hop number
y(g)h@j, then @; must have an incoming link with hop number equals
y@h@j — 1, and this incoming link is not the reverse link of (O;, 0;).
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System Model and Problem Formulation

Virtual Service Provision Problem Formulation

With the objective of reducing the overall service delay, the virtual service
provision problem is formulated as:

P1 :min Z X0,,0; - D(T©,-,©j)
((O)iﬂ@j)ELT

s.t. (1) — (14).

Analysis and Observation
e P1 is an integer linear programming (ILP) problem.
@ P1 can be solved by commercial integer programming solvers, such as
Gurobi, using the branch and bound (B&B) method.
@ The B&B for solving P1 has a worst-case time complexity of
O(2|£7| - BA£™!), which grows exponentially with the number of links

|L£7]. It is necessary to exploit the special structure of P1 and obtain
more efficient methods.
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Proposed Virtual Service Provision Scheme

Optional-1: KSP-based virtual service provision algorithm

© Input: The snapshot graph G™ and an application A.

@ Output: The virtual service provision scheme p.
© Initialize g;a +—G", k=1, and D, = —o0.

Q for (0;,0)) € L™ do

@  Remove link (0;,0)) from G7 if qfg o) < 1.
@ while D, < D, do

@  Determine the k-th path py and its delay Dp, on G} .
@ for each computing satellite S¢ € p, do

Q@  if wl >1then

@ ps« < px, break

@ k=k+1

@ return p,.
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Proposed Virtual Service Provision Scheme

The drawbacks of the KSP-based algorithm

@ Sub-optimality: Only allow simple paths. Applications may be
rejected though there is non-simple path with repeated nodes.

o Instability: The running time is related to both the value of D, and
the number of satellites, which is unstable and pseudo-polynomial.

@ Non Scalability: For large scale SNs with 1000+ nodes, the
number of paths is extremely large, making it time consuming.

Complexity analysis

@ The classical KSP algorithm requires about O(K|V7|®) computational
steps to find K paths. However, its practicality diminishes in scenarios
involving a complete graph of size |V | and an unlimited delay
threshold, where Algorithm 1 exhibits worst-case complexity at
O([VT|!- |[V7|3). This factorial growth in complexity makes
Algorithm 1 impractical for real-world deployment.

— — = = SRe

Wei Ding?, Binquan Guo” ¢ 9*, Zehui XiongVirtualized Computing and Communication S August.8 2024



Proposed Virtual Service Provision Scheme

Option-2: The service-aware optimal provision algorithm

@ Input:The snapshot graph G” and an application A.

@ Initialize empty node set V7, empty graph G , and service delay D,, = +oo.
@ for (0;,0;) € L™ do

Q if q(héh@j) > 1 then

5] Add (0;,0)) to Gf., O; to VZ if w§, > 1, and Oj to VE if wf > L.
Q if V¢, is empty then, return -1.

@ Run the shortest path algorithm twice on Q,fa and g;a, respectively.

@ for each candidate computing satellite S; € Vi do

o P(U.—8i-Ua) = P(U.,5)) T PU4,8) Do,—s,5v, = Dow,sy + Doy -

(10] if DP(UﬁSHUd) < D,, then update p, = P(U,—5S;—Uq)s Don = Dp(uﬁsﬁmd)-

@ return The service-aware optimal provision scheme p*.

= = = — SaNe;
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Proposed Virtual Service Provision Scheme

The advantages of the proposed SASP algorithm
@ Polynomial: Node and link resources filtering + running Dijkstra’s
algorithm twice + path concatenating and selection.
o Optimal: Both simple service paths and non-simple service paths in
feasible solution space are covered.

Complexity analysis
@ Using the SASP method involves filtering all available links and
nodes, which requires a total of O(|L7|) iterations. The time
complexity of Dijkstra’s algorithm for computing shortest paths is
O(|L7| 4+ |[V7|log |VT]|). Hence, Algorithm 2 demonstrates
polynomial complexity at O(3|L7| + (2log [V7| + 1)|V7]) in worst
case, showcasing its scalability with increasing network size.
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A. Scenarios

@ A software-defined Starlink constellation with 2,000 LEO satellites,

currently the largest LEO satellite system.
B. Parameters

@ UE locations: Kashi (39.5°N,76°E), Sanya (18°N,109.5°E), Beijing
(40°N,116°E) and Xi'an (34.27°N,108.93°E).

@ The link delays of ISLs and USLs: [5, 15] ms.

@ Both of computing and communication services have 10 types, with
10% of satellites support for computing.

@ We test 5,000 randomly generated applications. Each application has
two UEs requesting specific services from sets F and H, with
end-to-end delays randomly ranging from 20 to 150 ms.

C. Algorithms
@ |LP-based, KSP-based, our proposed SASP.
@ All the three algorithms are implemented using Python.
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Simulation Results

@ Figure 2 shows average running times versus satellite numbers. KSP
and SASP greatly outperform the ILP, with SASP faster than KSP.

@ Figure 3 shows more satellites decrease average delays. SASP achieves
lower delays than KSP when satellite numbers is lower (= 100).

107k | 35 E=JKSP-1000 satellites [[T1] KSP-100 satellites
XY SASP-1000 satellites [ ] SASP-100 satellites
30

o
>

o

Running time (ms)
S

2

Average delay of the paths (ms)

T T T T T T T T T
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Figure: Running times versus different ~ Figure: Path delays versus percentages
network sizes. of computing satellites.
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Conclusion

1

We formulate the virtualized computing and communication service
provision problem in SN as an ILP, which incurs O(2|£7| - B2l
time complexity and is intractable in practice.

By adopting a KSP-based algorithm, the time complexity becomes
O(|V™|!- |[V7|?), which is sub-optimal and has drawbacks, resulting in
compromised performance in practice.

To overcome this, we further design a graph-based algorithm by
exploiting the special structure of the solution space, which can
obtain the optimal solution in polynomial time with a computational
complexity of O(3|L7| + (2log |[VT| + 1)|V7]).

Simulations conducted on starlink constellation with thousands of
satellites demonstrate that the SASP is better than KSP and ILP.

Our scheme can support the deployment of emerging applications
(e.g., the large Al models, in-orbit semantic communication, Al-based
video/image processing, etc) as virtual services on satellites in future.
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Thank you for listening!

Feel free to contact us via Wechat T or E-mail | if you have any questions.
Email:bqguo@stu.xidian.edu.cn
Google page: https://sites.google.com/view/binquanguo/home
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